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How do LLMs incorporate context vs. parametric knowledge in knowledge-consistent settings?

WIKIATOMIC DATASET

Article Extraction Sentence Atomization WikiAtomic Database

Extract articles to ensure that they are factual Break down sentences to atomic sentences « 200 topics

and most likely in LLM pretraining data using GPT-40
« 50 atomic sentences for each topic

Verify a 98.8% accuracy verified by 3 annotators . 10.000 atomic sentences in total

EXAMPLE OF CONTEXT AND OPEN-ENDED QA PRIORITIZING SOURCES OF KNOWLEDGE
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Context: The Boeing 717 is a jet airliner. The Boeing 717 has two engines. The Boeing 717 is a twinjet.
The Boeing 717 has two columns of seats.
Question: With this information, tell me about Boeing 717.
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GPT-40 Response: The Boeing 717 is a jet airliner equipped with two engines, which classifies it as a
twinjet. Inside the aircraft, there are two columns of seats for passengers. The aircraft can accommodate
up to 117 passengers.
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Response Atomic Sentences:
[The Boeing 717 is a jet airliner., Contextual Knowledge
The Boeing 717 is equipped with two engines., Parametric Knowledge
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Atomic Sentences in Response
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Atomic Sentences in Context

EVALUATION FINDINGS

- Models: GPT-40, Claude 3 (Opus , Sonnet and Haiku), . All LLMs have same pattern
Llama 3 (70B and 8B), Mixtral 8x22b, Mistral 7B and Phi-3. . All of them never utilize 100% of contexts

. Metric: INFUSE framework to calculate entailment (O to 1). . All of them always provide parametric knowledge
Threshold was set at 0.5. - Parametric knowledge converges to ~30%
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Analyzed context recalled per quartile Local vs Local: Moderately similar in Global vs Global: More contexts -> theme Local vs Global:
. smaller contexts but became increasingl| more aligned, suggesting LLMs draws from mall Contexts: Complementary knowledge
As context length increased, the model focused o _ gy gned, sugg J S C Comp y 9
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HALLUCINATION FURTHER ANALYSES
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